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Point Pattern Analysis

◼ Analyzing Global Patterns

❑ Nearest Neighbor Analysis

❑ Distance-based Functions 

❑ Density-based Methods

(a) Clustering (b) Dispersion/Uniform (c) Random



Properties of Spatial Point Patterns

◼ First-order Property (measuring the intensity)

❑ First order property indicates the intensity of a process, 

mean number of events per unit area at point p. 

❑ The concept is similar to the mean as the first order 

statistics in statistical theory.

◼ Second-order Property (measuring the dependency)

❑ Second order property of a spatial point pattern indicates 

spatial dependency of a process, mean number of paired 

events per unit area, like between point p and q.



Nearest Neighbor Analysis (NNA)

measures the average distance from each point in the 
study area to its nearest point.



Nearest Neighbor Analysis (NNA)

◼ The NNA compares the average distance between 

nearest neighbors to that of a random pattern

❑ 大於隨機分布的平均距離 : Dispersed

❑ 小於隨機分布的平均距離 : Clustered

◼ R Scale  ( robs / rexp )

❑ For theoretical random pattern: rexp=



Theoretical Random Pattern

◼ Spatial analysis techniques compare observed point 

patterns to ones generated by an independent random 

process (IRP) also called complete spatial 

randomness (CSR). CSR/IRP satisfy two conditions:

◼ Any event has equal probability of being in any location, 

a 1st order effect.

◼ The location of one event is independent of the location of 

another event, a 2nd order effect.



Theoretical Random Pattern



Average nearest distance of theoretical random pattern
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1 2 1

2 3 0.1
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4 5 1

5 4 1
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R Scale

◼ R = 0 (completely clustered)

◼ R = 1 (random)

◼ R = 2.149 (completely dispersed)

Cluster
Random Disperse

R scale
0 1



Average Nearest Neighbor Distance

D.obs D.exp R Result

情境 1 3.157 7.958 0.397 Cluster

情境 2 40 13.5 2.424 Disperse

情境 3 14.486 11.207 1.293 Random

情境1 情境2 情境3



Significance Test of NNA:
1. Comparing with Theoretical Random Pattern

Theoretical Random Pattern
(sampling distribution)

Average Nearest Neighbor Distance
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Significance Test of NNA



Standard Error of R-scale

◼ To describe the likelihood that any differences occur 

purely by chance

❑ The calculated difference is relatively small compared to the 

std. error then the difference is statistically insignificant

❑ The Std. Error for the obs. distance

◼ SEr = 0.26136 / √(n2/A)  

◼ ZR = （robs-rexp）/ SEr

◼ The difference will be statistically significant if  

-1.96 < ZR < 1.96   (for α=0.05)    two tailed

(For single tailed 1.96 will changed as 1.645 )





Significance Test of NNA:
2. Monte Carlo Significance Test

◼ The significance of any departures from CSR can be 

evaluated using simulated “confidence envelopes”

◼ Simulate many (eg. 100) spatial point processes 

◼ Rank all the simulations

◼ Pull out the 5th and 95th values

◼ Plot these as the 95% confidence intervals



Monte Carlo Significance Test

Simulate Random Process
(sampling distribution)
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Monte Carlo Significance Test

Average Nearest Neighbor Distance
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random point processes 



Why needs Higher Order NNA?



K-order Nearest Neighbor Distance
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K-order Nearest Neighbor Indices: Example



研讀教科書教材 TEXT_NNA.pdf



R Lab: Introducing spatstat package 

http://spatstat.org/



Spatstat: Introducing PPP format

schools_sf <- st_read("Schools.shp")

bnd <- st_bbox(schools_sf)

x.coor <- schools_sf$X_coor

y.coor <- schools_sf$Y_coor

x.range <- c(bnd[1],bnd[3]) 

y.range <- c(bnd[2],bnd[4])

schools_pp1 <- ppp(x.coor, y.coor, x.range, y.range)



Spatstat: Introducing PPP format (2)

schools_sf <- st_read("Schools.shp")

TN_BND <- st_read(“TainanCounty.shp”)

coord <- st_coordinates(schools_sf)

Windows <- as.owin(TN_BND)

schools_pp2 <- as.ppp(coord, Windows)



PPP format: setting the boundary coordinates 
of a polygon



Average nearest neighbor distance --
using nndist()



R code: K-order Nearest Neighbor Distance

nndist(schools_pp1, k=1:20)

School id

k-order



The Second-order Property:
Distance-based Methods

◼ Nearest Neighbor Analysis (NNA)

◼ G Function: G(d) 

◼ F Function: F(d)

◼ Ripley’s K Functions: K (d) and L(d)

(PP1) (PP2)



G Function: G(d)

◼ The G function is defined as the cumulative 
frequency distribution of the nearest-neighbor 
distances

G(d) gives the proportion (since the count is divided by n) of 

nearest-neighbor distances that are less than distance d.



計算範例



計算範例：產生 G Function, G(r)



G Function的解讀

◼ The shape of G-function tells us the way the events 

are spaced in a point pattern

◼ Clustered：G increases rapidly at short distance

◼ Uniform：G increases slowly up to distance where 

most events spaced, then increases rapidly



(PP 1) (PP 2)範例



R code: G(d) Function



How do we examine significance？
Significant departure from Complete Spatial Randomness (CSR)

◼ The significance of any departures from CSR (either 

clustering or uniform) can be evaluated using simulated 

“confidence envelopes”

◼ Simulate many (eg. 1000) spatial point processes and 

estimate the G function for each of these

◼ Rank all the simulations

◼ Pull out the 5th and 95th G(r) values

◼ Plot these as the 90% confidence intervals



R Lab: Generating Random Points: rpoint()



顯著性檢定的圖示 單尾檢定 (one-tailed test)

H0: G(r) <= Gr(r) of random 95th percentile

H1: G(r) > Gr(r) of random 95th percentile

If reject H0, it can conclude that

It shows a statistically significant 
clustering pattern ( p-value < 0.05 )



範例

999 simulation runs 

of random points

p-value = 1/(999+1)
= 0.001



本週實習: Analysis of Nearest-Neighbor Distances

◼ 圖資：

❑ 台南市學校 schools.shp

❑ 台南市邊界 TainanCounty.shp

◼ 分析方法：

(以行政區範圍為研究區邊界)

❑ 1. Nearest Neighbor Analysis

❑ 2. K-order Nearest Neighbor Indices

❑ 3. G Function

◼ 用Monte Carlo Simulation檢定統計顯著性



參考答案

Nearest Neighbor Analysis

K-order Nearest Neighbor Distances

G Function



實習教學影片、簡報檔與程式碼

https://wenlab501.github.io/GEOG2017/



本週作業

◼ 利用課堂提供的資料，利用Nearest-Neighbor Distances，

比較任兩個縣市信仰「觀音菩薩」的村落型祭祀圈的寺廟

空間群聚特性，並討論之。（包括：Nearest Neighbor Analysis, 

K-order Nearest Neighbor Distances(or Indices), and G(d) Function）



參考答案：台北市 vs. 台南市

Nearest Neighbor Analysis

K-order Nearest Neighbor Distances



參考答案：台北市 vs. 台南市



參考答案：台北市 vs. 台南市

G(d) Function


